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Summary

Instead of using discrete grids of measurements, 
use a continuous alternative called Implicit 
Neural Representation (INR), a neural function 
trained to output the appropriate measurement 
value for any input spatial location.

Advantages:
 allows arbitrary resolutions
 memory-efficiency
 Multimodality
 Easing downstream task

INR
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Functa as MLP modulations

 Use SIREN as base architectures because they are 
known to efficiently resent a wide range of data 
modalities

 The naive approach for representing functa is to take 
the parameter vector of the SIREN.

 Many suggest modulations as an alternative that uses a 
shared base network across data points to model 
common structure, with modulations modeling the 
variation specific to each data point

s is shift modulation
 We use SIREN with latent modulations:

W’ & b’ used for mapping latents to shift modulations are part of
 the base network shared across data points)
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Meta-learning functa

1.Meta-learn the base network

2.For each data sample, run the inner 
loop with a few gradient steps

“In the inner loop we therefore only update the modulations, 
whereas in the outer loop we only update the base network 
weights.”
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Deep Generative modelling on functa

 Train deep learning directly on the modulations

 Experiments on generativemodeling with 
Normalizing flows,  to map a simple base 
distribution through a sequence of invertible 
layers parameterized by neural networks.
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Classification Experiments
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References

https://proceedings.mlr.press/v162/dupont22a/dupont22a.pdf

https://github.com/google-deepmind/functa

https://proceedings.mlr.press/v162/dupont22a/dupont22a.pdf
https://github.com/google-deepmind/functa
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