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Summary

  It is crucial to design neural networks that 
feature a self-resizing ability during 
inference, while preserving the same level 
of performance.

   Instead of tensors, the weights of INNs 
are represented as continuous functions.
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Layers in NNs can be considered as 
numerical integration

  Fully-connected and convolution 
layers could be considered as 
numerical integration of specific 
integrals.

  Utilizing continues weight functions 
instead of tensors leads to the 
generation of layers with the desired 
number of filters, channels, height, and 
width. 
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Fully-connected layer as as integral 
operator

   Input and Output functions are represented 
by the integrable functions

  The weights of this layer are represented by 
an integrable function

  Utilizing continues weight functions instead 
of tensors leads to the generation of layers 
with the desired number of filters, channels, 
height, and width. 

Convolution operator:

Fully-connected operator
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Smooth representation of weights

   Parameterize weight function of integral 
layer by a sum of interpolation kernels of 
finite support

  Use cubic convolutional kernels

   For smooth representation of 2D tensors, 
use a linear combination of 2D kernels:
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Results
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Results

“ Our reported results show that the proposed INNs 
achieve the same performance with their conventional 
discrete counterparts, while being able to preserve 
approximately the same performance (2% accuracy loss 
for ResNet18 on Image-net) at a high rate (up to 30%) 
of structural pruning without fine-tuning, compared to 
65% accuracy loss of the conventional pruning methods 
under the same conditions”
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